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ABSTRACT

A compilation is presented of global sea surface temperature (SST) records that span around one glacial cycle

or more, and it is compared with changes in the earth’s radiative balance over the last 520 000 years, as de-

termined from greenhouse gas concentrations, albedo changes related to ice sheet area and atmospheric dust

fluctuations, and insolation changes. A first scenario uses global mean values for the radiative changes, and

a second scenario uses zonal means for 108 latitude bands for a more regionally specific perspective. On the

orbital time scales studied here, a smooth increase of SST response from the equator to high latitudes is found

when comparison is made to global mean radiative forcing, but a sharply ‘‘stepped’’ increase at 208–308 latitude

when comparing with the more regionally specific forcings. The mean global SST sensitivities to radiative change

are within similar limits for both scenarios, around 0.8 6 0.48C (W m22)21. Combined with previous estimates of

1.3–1.5 times stronger temperature sensitivity over land, this yields an estimate for global climate sensitivity of

0.85 (20.4/10.5)8C (W m22)21, close to previous estimates. If aerosol (dust) feedback were to be considered as

a fast feedback, then the estimated central value for SST sensitivity would change to ;0.958C (W m22)21 and

that for global climate sensitivity to ;1.058C (W m22)21. The zonal-mean scenario allows an assessment of

(long-term) ‘‘normalized amplification’’ for Greenland and Antarctic temperature sensitivities, which is the ratio

of temperature sensitivity for those sites relative to the global mean sensitivity, normalized per watt per meter

squared of radiative change. This ratio is found to be 0.9 (20.2/10.6) and 1.4 (20.4/11.1) for Greenland and

Antarctica, respectively. Given its value close to 1 for Greenland, but that larger Arctic amplification on shorter

time scales due to fast sea ice albedo processes cannot be excluded, it is suggested that current high Arctic

sensitivity is mainly due to sea ice albedo feedback processes and may decrease considerably if and when the

Arctic sea ice cover has been eliminated. The normalized amplification value of 1.4 for Antarctica supports

previous reconstructions of polar amplification in that region. The authors propose that this amplified response

resulted from approximately threefold glacial–interglacial changes in the area of sea ice cover around Antarctica.

1. Introduction

Records of palaeoclimate change through glacial

cycles in the recent geological past provide important

observational evidence concerning the climate response

to changes in radiative forcing (e.g., Hansen et al. 2007,

2008; Köhler et al. 2010; Masson-Delmotte et al. 2010a).

However, uncertainties remain regarding important

variables, such as temperature responses, the amplitude

and causes of polar amplification, and about the mag-

nitude of radiative forcing changes on those time scales.

With respect to the temperature responses, a key com-

parison is between the preindustrial present and the Last

Glacial Maximum (LGM), the only past interval for

which substantial spatial information has been collated
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(e.g., MARGO project members 2009). However, com-

parison of extreme states cannot portray the nature of the

temperature responses to intermediate and temporal var-

iations in climate forcing. For such an analysis, changes in

the radiative budgets through time need to be compared

with temperature time series. So far, such efforts have

concentrated almost exclusively on temperature recon-

structions from Antarctic ice cores, translated into global

temperature changes using a single, fixed value for the

Antarctic polar amplification factor (Hansen et al. 2007,

2008; Köhler et al. 2010); usually taken to be about 2, from

a range of 1.2–2.1 based on Paleoclimate Modeling Inter-

comparison Project (PMIP) LGM simulations without dust

forcing (Masson-Delmotte et al. 2006). Both Köhler et al.

(2010) and Masson-Delmotte et al. (2010a) evaluate the

polar amplification choice in a wider context (e.g., deep sea

temperature), highlighting the need for a global synthesis of

temperature records from other latitudes. In the absence of

such a synthesis, important questions remain unanswered,

such as (i) whether the Antarctic ice-core temperature re-

cord does indeed offer a reasonable approximation for the

global temperature response and (ii) whether polar ampli-

fication is sufficiently represented by a simple constant and

whether its potential range is sufficiently understood. In

addition, no studies have yet considered the potential im-

pact of spatial inhomogeneity in the forcing terms and their

relative contributions to total radiative forcing changes.

This paper aims to address these issues through a more

spatially explicit and global analysis of past temperature

variability in comparison with regional and global mean

radiative forcing. Temperature changes in the geological

past for any location can be estimated from ‘‘proxy’’ data,

which are calibrated to temperature using process models

or empirical relationships. However, there are uncer-

tainties and systematic biases involved in such procedures.

In addition, different climatic settings (e.g., circulation

regimes) may impose considerable spatial variability in

the temperature responses to climate forcing, which needs

to be adequately sampled. It is therefore important to take

stock of existing time series of temperature reconstruction

on a worldwide basis and to identify where improvements

may be needed, such as increased data coverage/density.

Here we present the first assessment of this type, as a

foundation to be enriched by targeted future research.

With respect to the radiative forcing of climate, there is

a steady increase in understanding of some of the major

terms (notably greenhouse gas concentrations and ice-

sheet area albedo), but only first-order information exists

about others (e.g., atmospheric dust albedo). The globally

averaged insolation fluctuations are considered to have

contributed little in terms of total global radiative forcing

changes (Hansen et al. 2007, 2008; Köhler et al. 2010), but

insolation becomes an important term when considering

radiative forcing of climate in a more regional sense. Fi-

nally, there are several terms for which no highly re-

solved, long time series exist (e.g., cloud cover, vegetation

albedo, and sea ice albedo terms). These might be crudely

approximated from modeling of past climates, but this is

slightly circular in that aspects of model output are then

used to approximate data.

Here we extend on the pioneering studies of Hansen

et al. (2007, 2008) and Köhler et al. (2010) to reconstruct

a time series of change in radiative climate forcing. We

follow the approach stated in Hansen et al. (2007) that

‘‘a forcing is an imposed change of the planet’s energy

balance with space’’ and are concerned with ‘‘an em-

pirical climate sensitivity [that] corresponds to the

Charney (1979) definition of climate sensitivity, in which

‘‘fast feedback’’ processes are allowed to operate, but

long-lived atmospheric gases, ice sheet area, land area

and vegetation cover are (considered as) fixed forcings.

Fast feedbacks include changes of water vapor, clouds,

climate-driven aerosols, sea ice, and snow cover.’’ Sim-

ilar to Köhler et al. (2010) we also include an explicit

determination of the forcing due to atmopheric dust

variability. This could be debated because aerosol effects

are not a slow feedback with a time scale of 103 yr like the

carbon cycle and ice sheet size, but they are not fast like

hydrological cycle (cloud, vapor) or sea ice feedbacks

either; soil cohesion (and thus ablation potential) is

not only a function of the fast adjusting hydrological cy-

cle, but also of slow adjusting vegetation changes. For

the latter reason, because we study orbital time-scale

changes, we choose to explicitly resolve the aerosol (dust)

feedback influences and to then a posteriori consider how

our conclusion about climate sensitivity would change

if dust were treated as a fast feedback instead. Thus, we

explicitly account for the long-term (equilibrium) radia-

tive impacts of greenhouse gas concentrations, ice sheet

albedo, and atmospheric-dust-related albedo as ‘‘forc-

ings,’’ even though we acknowledge that all of these

terms ultimately are feedbacks to the only true external

forcing (insolation) so that ‘‘actual climate sensitivity

(to greenhouse gas forcing) is much greater than that due

to fast feedbacks (Hansen et al. 2007).’’ In specific terms,

we consider a system in which there is external radiative

forcing Qext and temperature-related endogenous (feed-

back) forcing Qfb (see, for example, Lemoine 2010), which

is the temperature change DT times feedback sensitivity g

(W m22 8C21), so that net forcing DFtot is given by

DFtot 5 Qext 1 Qfb, (1)

where Q
fb

5 gDT. In our study, Qext 5 DFins (the radi-

ative forcing due to insolation changes) while Qfb is ex-

plicitly determined as the sum of the radiative impacts of
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changes in ice-sheet area albedo, greenhouse gas concen-

trations, and atmospheric dust loading (i.e., Qfb 5 DFalb 1

DFghg 1 DFdu). Temperature change then is related to net

forcing via a sensitivity factor s [8C (W m22)21], according to

DT 5 sDFtot. (2)

Hence,

DT 5 Qexts/(1 2 sg). (3)

Our approach is warranted because of the long (orbital)

time scales of the changes considered in our study. Es-

timation of g remains problematic because of the po-

tential for long (state-dependent) lags in the responses

of slow feedback processes to forcing, and we therefore

do not emphasize our findings for g because they may be

of little use for generalized statements. We then compare

the total (equilibrium) radiative forcing changes with

the overall (equilibrium) surface temperature responses.

Initially, only those forcing functions are considered for

which a sufficient understanding exists based on high-

quality time series of data, and next the maximum po-

tential impact is evaluated of any less well-constrained

effects that were initially omitted.

We consider two end-member scenarios for the distri-

bution of radiative forcing. The first uses global mean

values for all processes considered. This would be ap-

propriate if the energy redistribution due to atmospheric

and oceanic circulation had enough time within the res-

olution of the records to cause a global homogenization.

The second scenario uses more regionally specific forcing

changes based on zonal means for 108 latitude bands. This

would be appropriate if there were no/very little ho-

mogenization so that temperature at any site would be

a reflection of the regional radiative balance. These are

extreme end-member scenarios. In reality, the degree of

energy redistribution is intermediate and likely changes

as circulation changes through time, which could only be

approximated through—yet unattainable—runs over mul-

tiple glacial cycles with fully coupled ocean–atmosphere

general circulation models that at least include dynamic

ice sheets, a comprehensive carbon cycle, a global dust

cycle, and good cloud physics. Therefore, we simply

present the two end-member extreme scenarios and

evaluate the results accordingly. Using this approach, we

are able to highlight regions where temperature sensitivity

was higher or lower than the global mean per unit change

in the radiative balance (i.e., u . 1 or u , 1), which

highlights key mechanisms of energy redistribution and/or

overlooked (or underestimated) processes of forcing.

Section 2 introduces the temperature records used.

Section 3 develops records of radiative forcing change in

a globally averaged sense, and section 4 compares this

(with uncertainties) with our global compilation of tem-

perature records, in a similar way as done previously for

only Antarctic temperature (Hansen et al. 2007, 2008;

Köhler et al. 2010). Next, section 5 considers the spatially

inhomogeneous distribution of the impacts of the various

forcing functions by determining zonal mean radiative

forcing in 108 latitude bands and compares each temper-

ature response record with the radiative forcing record

applicable for its latitude band. Finally, section 6 discusses

key implications of the results.

2. Records of temperature change

While previous studies (Hansen et al. 2007, 2008;

Köhler et al. 2010; Masson-Delmotte et al. 2010a) ex-

clusively or primarily used Antarctic ice-core temper-

ature data, we broaden the approach to consider a

global suite of oceanic sea surface temperature (SST)

records, from the archives of the World Data Center

for Marine Environmental Sciences (WDC-MARE) and

NOAA-Paleoclimatology (Fig. 1; metadata in Table 1).

We only use records that have been finalized, published,

and (critically) made publicly accessible from servers that

are easy to locate, which ensures that anyone can easily

reproduce and improve our conclusions. We also include

the Greenland Ice Sheet Project 2 (GISP2) summit pa-

laeotemperature record (based on the temperature cali-

bration of Alley 2000) and the Antarctic temperature

anomaly record of the European Project for Ice Coring

in Antarctica (EPICA) Dome C (EDC) ice core (Jouzel

et al. 2007). New temperature calibrations and temperature

proxy records have been published for Greenland (e.g.,

Masson-Delmotte et al. 2005; Vinther et al. 2009a; Capron

et al. 2010), but no continuous time series over the time

period of interest of such improved temperature estimates

is available (yet) from public data servers, which has pre-

cluded them from inclusion in this study (see also section 6).

The temperature records were selected on the basis of

continuity through (almost) a glacial cycle or longer. We

thus aim to highlight the basic underlying (longer term)

and repeatable temperature variations relative to

changes in climate forcing, rather than emphasizing the

impacts of noise and/or short-term variability, which

would be an issue if short time series or individual time

slices were selected. Our approach thus suppresses

event-specific bias and, instead, emphasizes the common

aspects of temperature response to climate forcing be-

tween episodes such as different glacial states. The dis-

advantage of our time-span requirement is that it limits

the number of available records, but we are able to ob-

tain adequate data coverage for this first-order evalua-

tion, which is the first of its kind (Fig. 1).
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We do not include terrestrial records other than the ice-

core records because of their high potential variability

and possible bias due to seasonal and meso/microclimate

effects. Although some seasonal bias may still occur, ocean

temperature is inherently much less variable. Chronolo-

gies for the records were used as reported, without ‘‘tun-

ing,’’ except in some cases for some basic adjustment to

ensure that major transitions were more-or-less synchro-

nous (records 11, 15, 16, 26, 27, 30, 34, and 35; tables with

tie-points used for these adjustments are released along

with other datasets for this study through websites given in

the acknowledgments). All records are considered in

terms of relative variability (see below) and interpolated

to the time steps of the sea level record to bring everything

into the same format with a common chronology.

It is evident from Fig. 1 that the available SST records

have an approximately global distribution, but also that

there are substantial blank areas in the map that would be

excellent targets for future development of high-quality SST

records. There are evident limitations with certain proxies

for SST reconstruction that result in some very noisy data-

sets (especially numbers 16 and 34) (Fig. 2). Also, different

proxies applied to the same site can result in different results

(e.g., numbers 35, 36, and 37), which may be due to different

seasonal and/or ecological biases (MARGO project mem-

bers 2009). Multiple replicates of SST proxy analyses enable

comparison of relative fluctuations within a single record

and typically reveal a mean standard error of about 60.58C,

but we consider it prudent to allow a wider error margin of

618C to better allow for differences between records

(Rohling 2007; MARGO project members 2009).

It is important to emphasize that we compare our global

set of temperature records with reconstructed time series

of radiative forcing (sections 3 and 5) entirely in terms of

variations (differences relative to reference values), rather

than absolute values. Therefore, records that extend suf-

ficiently close to the present are referenced to their

AD1000 value, and records that terminate at more distant

points in time are referenced to their youngest value. Al-

though for convenience we reference all records to single

time points, referencing to a mean over the preceding

500 years in the records used gives the same result, well

within 0.58C for the marine records and typically 18C for

ice-core records (for overviews of recent-centuries vari-

ability in ice cores, see Goosse et al. 2004; Vinther et al.

2009b). These differences are small with respect to the

large-scale glacial–interglacial variability that we focus on,

but also—crucially—we exclusively consider relative fluc-

tuations so that our conclusions are completely unaffected

by the choice of referencing method.

3. Global mean radiative forcing reconstruction
with uncertainties

High-resolution records of changes in the radiative

forcing of climate over several glacial cycles are calculated

in similar ways as in previous studies (Hansen et al. 2007,

2008; Köhler et al. 2010), from Antarctic ice-core records

for atmospheric CO2 (Siegenthaler et al. 2005), CH4

(Loulergue et al. 2008), and dust concentrations (Lambert

et al. 2008). We complement these by a similarly detailed,

continuous record of sea level fluctuations over the last five

glacial cycles (Siddall et al. 2003; Rohling et al. 2009, 2010),

from which we calculate the radiative impacts of changes

in ice sheet albedo following Hansen et al. (2007, 2008).

The combined dataset portrays the global mean radi-

ative forcings of climate due to greenhouse gas (GHG)

concentrations and due to albedo changes related

to ice sheet area and atmospheric dust concentrations

(Fig. 3).

FIG. 1. Geographic distribution of the temperature reconstructions used in this study.
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The atmospheric CO2 and CH4 records are converted

into radiative forcing (DFCO2 and DFCH4 in watts per

square meter) using equations specified in the Inter-

governmental Panel on Climate Change third assessment

report (Houghton et al. 2001) (appendix A). From these

we derive the total radiative forcing from GHG concen-

tration changes DFGHG (Fig. 2) following the approach of

Hansen et al. (2008) (appendix A). Uncertainties to

DFGHG (Fig. 2) are discussed below.

The new sea level record allows us to evaluate changes

in the radiative forcing of climate due to ice-sheet-area-

related changes in planetary albedo DFalb. Hansen et al.

(2008) established that DFalb can be approximated using a lin-

ear relationship (appendix A) with a slope of 0.0308 W m22

TABLE 1. Metadata for the temperature records compiled in this paper: modern analog technique (MAT) and transfer function (TF).

Number Site Lat Lon Region Technique References

1 GISP2 72.60 238.50 Greenland Summit Oxygen isotope ratio ice Grootes et al. (1993),

Alley (2000)

2 GIK23415–9 53.18 219.15 North Atlantic MAT planktonic forams Weinelt et al. (2003)

3 MD95–2042 37.80 210.17 Iberian Margin Alkenones Uk’37 Pailler and Bard (2002)

4 SU81–18 37.77 210.18 Iberian Margin Alkenones Uk’37 Bard (2002), Bard et al. (2004)

5 ODP 161–977A 36.03 1.96 Alboran Sea Alkenones Uk’37 Martrat et al. (2009)

6 ODP 658C 20.75 218.58 Off NW Africa Alkenones Uk’37 Zhao et al. (1995),

deMenocal et al.

(2000), Adkins et al. (2006)

7 MD03–2707 2.50 9.40 Gulf of Guinea Mg/Ca Weldeab et al. (2007)

8 GeoB-1105 21.67 212.43 Eastern equatorial

Atlantic

Mg/Ca Nuernberg et al. (2000)

9 GeoB-1112 25.77 210.75 Eastern equatorial

Atlantic

Mg/Ca Nuernberg et al. (2000)

10 ODP Hole 165–1002C 10.71 265.17 Cariaco Alkenones Uk’37 Herbert and Schuffert (2000)

11 ODP Hole 165–999A 12.74 278.74 Caribbean Mg/Ca Schmidt et al. (2004)

12 GeoB1710–3 223.43 11.70 Benguela Current Alkenones Uk’37 Kirst et al. (1999)

13 GeoB1711–4 223.32 12.38 Benguela Current Alkenones Uk’37 Kirst et al. (1999)

14 GeoB1712–4 223.26 12.81 Benguela Current Alkenones Uk’37 Kirst et al. (1999)

15 ODP Site 177–1089 240.94 9.89 Subantarctic Atlantic TF radiolaria Cortese et al. (2007)

16 PS2489–2 242.87 8.97 Subantarctic Atlantic MAT diatoms Becquey and Gersonde (2003)

17 GeoB3007–1 16.17 59.76 Western Arabian Sea Alkenones Uk’37 Budziak (2001)

18 T93–929 13.70 53.25 Western Indian Alkenones Uk’37 Rostek et al. (1997)

19 MD90–963 5.07 73.88 Western Indian Alkenones Uk’37 Rostek et al. (1993)

20 MD85–674 3.18 50.43 Western Indian Alkenones Uk’37 Bard et al. (1997)

21 SK 157/4 2.67 78.00 Equatorial Indian Mg/Ca Saraswat et al. (2005)

22 ODP Hole 184–1144A 20.05 117.42 Northern South

China Sea

Mg/Ca Wei et al. (2007)

23 ODP 184 1145C 19.58 117.63 Northern South

China Sea

Mg/Ca Oppo and Sun (2005)

24 MD97–2141 8.78 121.28 Sulu Sea Mg/Ca Rosenthal et al. (2003)

25 RC11–120 243.52 79.87 Subantarctic Indian Mg/Ca Rickaby and Elderfield (1999)

26 RC11–120 243.52 79.87 Subantarctic Indian Mg/Ca Mashiotta et al. (1999)

27 MD88–770 246.02 96.47 Subantarctic Indian Mg/Ca Rickaby and Elderfield (1999)

28 ODP846 23.10 290.82 Eastern equatorial

Pacific

Alkenones Uk’37 Lawrence et al. (2006)

29 TR163–19 22.26 290.95 Eastern equatorial

Pacific

Mg/Ca Lea et al. (2000)

30 W8402A-14 0.95 2138.96 Central equatorial

Pacific

Alkenones Uk’37 Jasper et al. (1994)

31 ODP 1014a 32.80 2118.90 California Current Alkenones Uk’37 Yamamoto et al. (2007)

32 ODP 1016c 34.53 2122.28 California Current Alkenones Uk’37 Yamamoto et al. (2007)

33 ODP 806B 20.32 2159.36 Equatorial Pacific Mg/Ca Lea et al. (2000)

34 DSDP Site 90–594 245.52 174.95 South Pacific

continental rise

MAT planktonic forams Schaefer et al. (2005)

35 MD97–2120 245.53 174.93 Chatham Rise Mg/Ca Pahnke et al. (2003)

36 MD97–2120 245.53 174.93 Chatham Rise Alkenones Uk’37 Pahnke and Sachs (2006)

37 MD97–2120 245.53 174.93 Chatham Rise Alkenones Uk’37 Pahnke and Sachs (2006)

38 EPICA Dome C 275.10 123.35 Antarctica Hydrogen isotope ratio ice Jouzel et al. (2007)
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per meter of sea level (SL) change (Fig. 3). As a test, we also

explored a case where DFalb is related to ice volume in a

nonlinear manner (Hansen et al. 2008) (appendix A). Be-

cause Fig. 3 demonstrates that both solutions are virtually

identical, we continue using only the linear relationship.

We obtain DSL from the recent high-resolution Red

Sea sea level record with a 1s uncertainty of 66.5 m

(Rohling et al. 2009) (Fig. 3). The method by which that

record was derived relies on robust physical assumptions

behind the hydraulic equations, which conserve energy

and volume along the strait (Siddall et al. 2003, 2004).

The method has been extensively tested and validated,

including by agreement with the results from a com-

pletely different (numerical) approach (Biton et al. 2008).

The sea level reconstructions from this method agree

within the uncertainty with traditional sea level bench-

mark measurements around the world from independent

techniques (see Rohling et al. 2008, 2009, 2010; Siddall

et al. 2008, and references therein). Further details about

the method and its validations can be found in Siddall

et al. (2003, 2004) and Rohling et al. (2009, 2010).

The Red Sea sea level record was recently expressed on

a new chronology that constrains the orbital time-scale

variability within 61.5% (age) uncertainty of radiomet-

rically dated sea level benchmarks (Rohling et al. 2010).

This agreement is also valid for the new benchmark data

of Andersen et al. (2010) and the new synthesis for the

last deglaciation by Stanford et al. (2011). On orbital

time scales, the new sea level chronology is now in-

dependent of that of the ice-core records, and from any

‘‘astronomical time scale tuning.’’ Nonindependent chro-

nology is a problem for all previously used sea level re-

constructions, based primarily on deep sea stable oxygen

isotope records, so our chronological independence

represents a significant improvement. Figure 4 shows

a comparison between the time series of physically

more direct Red Sea sea level data and previous continu-

ous sea level deconvolutions from indirect proxy methods.

Uncertainties to DFalb (Fig. 3) are discussed below.

It remains hard to quantify global climate forcing due

to atmospheric albedo changes as related to atmospheric

dust loading DFdu. This is mainly because of a lack of

global dust flux information. To date, the only long and

highly resolved record of atmospheric dust flux is from

the Antarctic EPICA Dome C (EDC) ice core (Lambert

et al. 2008). Similarity of fluctuations in the signal with

FIG. 2. (a) Step-plot representations of the records of relative temperature change used in the present study, numbers 1–17. To bring all

records into a single, directly comparable framework, all records have been interpolated onto time steps of the relative sea level record on its

U–h-adjusted chronology (Rohling et al. 2010). Numbers refer to those in Figs. 5a,b and Tables 1 and 2. (b) As in (a) but for numbers 18–38.
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those in the dust fluxes reconstructed for the equatorial

Pacific (Winckler et al. 2008) suggests that the EDC re-

cord may serve as a first-order indicator of global, orbital

time-scale, atmospheric dust fluctuations, but the level of

agreement really is only sufficient to say that glacials were

dusty and interglacials were less dusty. With respect to

higher temporal resolutions, it seems unlikely that the

Southern Hemisphere processes causing the dust fluxes at

EDC would still give a close representation of global

atmospheric dust loading because major impacts would be

expected from the large expanse of deserts and general

continentality on the Northern Hemisphere (e.g., Moreno

et al. 2002; Larrasoaña et al. 2003; Rohling et al. 2003).

Good-quality, high-resolution dust records are needed

downwind from all of the world’s major dust sources before

any more conclusive interpretations can be formulated. For

the time being, we consider the dust influences in a similar

manner as Köhler et al. (2010) from the EDC data. We use

FIG. 3. Records of Antarctic temperature anomaly DTaa determined for the EPICA Dome C ice core (Jouzel et al.

2007) and of global means for the main radiative climate forcing functions due to ice sheet albedo DFalb, greenhouse gas

concentrations DFGHG, and atmospheric-dust-related albedo DFdu. Forcing records and uncertainties (shaded in-

tervals) calculated as described in the text: DFalb has been calculated using a linear transformation (blue) and a non-

linear transformation (red) from the sea level record of Rohling et al. (2009, 2010) as detailed in the text; DFtot rep-

resents the global mean total forcing reconstruction from the above components, with cumulative uncertainties.

FIG. 4. Comparison between three approaches for continuous sea level reconstruction. Black

is Waelbroeck et al. (2002) based on coral-calibrated deep sea benthic d18O, with uncertainties

(gray). Green is the reconstruction of De Boer et al. (2010) from a model-based deconvolution

of benthic d18O records into a temperature and a sea level component; an evolution of the work

of Bintanja et al. (2005) that was used in Köhler et al. (2010) and Masson-Delmotte et al.

(2010a). Red dots with orange (2s) uncertainty bars represent the Red Sea reconstruction on its

U–Th adjusted chronology (Rohling et al. 2009, 2010). It is evident that, within uncertainties,

there is a good general agreement between the Waelbroeck et al. (2002) and Red Sea re-

constructions, but that the De Boer et al. (2010) reconstruction is only roughly comparable and

lacks important variability and amplitude. Chronology of the De Boer et al. (2010) re-

construction is astronomically tuned. That of Waelbroeck et al. (2002) is also orbitally tuned,

but it has been adjusted to account for U–Th dated corals.
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a simple linear scaling between the LGM and present

differences in the log10 (see Köhler et al. 2010) of the dust

flux x and its radiative forcing impact (12 mg m22 yr21

(Lambert et al. 2008), and 21.9 W m22 (Köhler et al. 2010),

respectively), with generous uncertainty limits (Fig. 3):

DFdu 5 21:9 log10(Dx). (4)

The combined explicitly determined radiative forcing is

calculated by adding up the individual terms (Fig. 3):

DFtot 5 DFGHG 1 DFalb 1 DFdu 1 DFins, (5)

where in the global mean scenario DFins is negligible

relative to the other terms (Hansen et al. 2007, 2008).

The uncertainties we consider in the relationships used

to calculate climate forcing from the various observed

properties (Fig. 3) are estimated to be 650% in DFdu

(based on the uncertainty to the LGM value for dust

forcing in Köhler et al. 2010) and 620% in DFGHG and

DFalb. In addition to the 620% uncertainty in the calcu-

lation of DFalb from the sea level record, we have also first

accounted for a 66.5-m uncertainty in the sea level values

(Siddall et al. 2003, 2004; Rohling et al. 2009) when

showing the uncertainty envelopes in Fig. 3, as this is a

realistic range in comparison with independent sea level

benchmark data. The 20% margins on DFGHG represent

generous margins based on previous assessments (Collins

et al. 2006; Solomon et al. 2007; Köhler et al. 2010). Error

propagation gives an overall uncertainty of 61.5 W m22,

up to a maximum of 1.75 W m22, over the full range of

DFtot changes (Fig. 3). Because of an emphasis to err on

the cautious side and the unknown character of some of

the uncertainties (e.g., for dust), the overall uncertainties

FIG. 5a. (a) Linear regressions between DFtot (global mean) and relative temperature change for the various locations studied here,

numbers 1–20. Shading denotes 95% confidence limits to the fitted linear regressions (i.e., for the fit itself, not for data around the fit).

Numbers correspond to descriptions in Tables 1 and 2.
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are deliberately conservative approximations of 95%

confidence limits.

The above analysis implies an uncertainty of up to

625% in the slope of the regression of temperature re-

sponse versus radiative forcing. A large element of that

uncertainty is systematically consistent (i.e., if the forcing

calculation based on greenhouse gas concentrations or

sea level is in error, then it is systematically so for all

records), so relative differences in the regression slope

values are more robust than the absolute magnitude of

the uncertainty envelope would suggest.

4. Comparison of temperature response records
with global mean forcing changes

Global mean DFtot is regressed against the different

(local) temperature records (Fig. 5) to determine linear

regression slopes that portray the mean long-term linear

temperature response (the primary mode of temperature

sensitivity, hereafter V 5 DTloc/DFtot [8C (W m22)21]

(Table 2). Note that absolute values, including axis in-

tercepts, are irrelevant because of the referencing pro-

cedure applied to all records.

To evaluate whether disequilibrium due to ocean ther-

mal inertia affects the regression results, we have run DFtot

through the Model for the Assessment of Greenhouse-Gas

Induced Climate Change (MAGICC) energy balance

model (as specified in appendix A of Eickhout et al. 2004)

and found that the estimates of the regression slopes with

global mean temperature are within 1% of the prescribed

model climate sensitivity. This is unsurprising given that

the multimillennial time scale of the palaeodata is sig-

nificantly longer than the time scales associated with

ocean heat equilibration (Jarvis and Li 2011). This result

also highlights that the estimates of V obtained from the

FIG. 5b. As in (a), but for numbers 21–38. Red fit in number 38 is a quadratic fit that highlights the fundamentally nonlinear relationship in

this particular plot, as discussed in section 6.
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palaeodata are dominated by the large, long time-scale

perturbations in DFtot and not by higher frequency, less

significant, variations.

If we use a typical (stochastic) mean standard error of

about 618C for replicated analyses of temperature proxies

such as those compiled here, then this translates to a

random uncertainty of approximately 60.18C (W m22)21

in the regression slopes relative to the full range of the

radiative forcing, which is additional to the possible un-

certainty of up to 625% discussed above (most of which is

systematic in the sense that all records are similarly af-

fected). Köhler et al. (2010) suggest that additional, less

understood, forcing factors would make the total glacial–

interglacial DFtot range closer to 10 W m22, rather than

the 8 W m22 determined here from the major effects only.

This would again systematically affect all records in the

same way, making the total systematic error in V more

likely to be negative than positive (because a range ad-

justment in DFtot from 8 to 10 W m22 would be the same

for all comparisons). At the positive extreme of error

propagation, the possible uncertainties discussed above

largely cancel out the effect of the likely range adjustment

in DFtot, while at the negative extreme the two compound

each other to produce a combined negative uncertainty

of up to about 240%. We thus infer the most realistic

interval for each V over the range (0.6Vregr 2 0.1) , V ,

(Vregr 1 0.1), where Vregr represents the slope of each

individual regression in Fig. 5 and Table 2.

Next, we account for the influence on the regression

slopes of the impact of the atmospheric lapse rate g on

TABLE 2. Regression statistics for the linear regressions shown in Fig. 5. Columns are SSR: regression sum of squares, MSR 5SSR/1;

SSE: residual sum of squares; MSE 5 SSE/n–2; F statistic 5 MSR/MSE at (1, n–2) degrees of freedom; RMSE: root-mean-square error; r2 5

SSR/(SSR1SSE); The critical F value for significance at P 5 0.01 with (1, n–2) degrees of freedom is about 7 for all cases.

Number Slope N SSR SSE MSR MSE F statistic RMSE r2

1 2.60 632 24 825.90 7523.75 24 825.90 11.94 2079 3.46 0.77

2 0.92 403 1018.93 1346.47 1018.93 3.36 303 1.83 0.43

3 0.78 832 3244.21 2829.26 3244.21 3.41 952 1.85 0.53

4 0.78 630 2225.04 1073.65 2225.04 1.71 1301 1.31 0.67

5 0.89 1668 6967.87 4531.83 6967.87 2.72 2562 1.65 0.61

6 0.38 541 530.05 417.53 530.05 0.77 684 0.88 0.56

7 0.34 797 584.75 315.87 584.75 0.40 1472 0.63 0.65

8 0.25 1061 366.34 372.97 366.34 0.35 1040 0.59 0.50

9 0.26 1054 402.97 343.50 402.97 0.33 1234 0.57 0.54

10 0.24 816 294.54 1091.43 294.54 1.34 220 1.16 0.21

11 0.35 655 450.04 185.63 450.04 0.28 1583 0.53 0.71

12 0.73 967 2739.28 901.13 2739.28 0.93 2933 0.97 0.75

13 0.73 731 2434.27 868.74 2434.27 1.19 2043 1.09 0.74

14 0.60 765 1663.95 768.70 1663.95 1.01 1652 1.00 0.68

15 0.41 1664 1411.22 2942.48 1411.22 1.77 797 1.33 0.32

16 0.89 1987 7722.05 8291.76 7722.05 4.18 1849 2.04 0.48

17 0.37 1015 721.46 732.60 721.46 0.72 998 0.85 0.50

18 0.22 757 216.57 729.54 216.57 0.97 224 0.98 0.23

19 0.20 837 217.67 249.04 217.67 0.30 730 0.55 0.47

20 0.16 787 124.24 89.98 124.24 0.11 1084 0.34 0.58

21 0.24 658 205.60 87.51 205.60 0.13 1541 0.37 0.70

22 0.33 1008 581.85 1061.05 581.85 1.05 552 1.03 0.35

23 0.48 730 1019.70 342.32 1019.70 0.47 2169 0.69 0.75

24 0.28 425 178.57 112.18 178.57 0.27 673 0.51 0.61

25 0.55 709 1253.66 687.79 1253.66 0.97 1289 0.99 0.65

26 0.46 1072 1199.78 517.36 1199.78 0.48 2481 0.70 0.70

27 0.62 709 1514.18 1108.07 1514.18 1.57 966 1.25 0.58

28 0.29 1965 703.59 690.95 703.59 0.35 1999 0.59 0.50

29 0.42 1291 1234.91 541.39 1234.91 0.42 2940 0.65 0.70

30 0.15 1012 127.07 126.36 127.07 0.13 1016 0.35 0.50

31 0.55 796 1532.94 488.58 1532.94 0.62 2491 0.78 0.76

32 0.70 686 1922.19 464.00 1922.19 0.68 2834 0.82 0.81

33 0.41 1672 1424.21 605.32 1424.21 0.36 3929 0.60 0.70

34 0.98 1971 8243.42 11 686.60 8243.42 5.94 1389 2.44 0.41

35 0.66 1221 2864.87 1423.76 2864.87 1.17 2453 1.08 0.67

36 0.49 787 1203.35 1080.85 1203.35 1.38 874 1.17 0.53

37 0.60 787 1784.09 1602.53 1784.09 2.04 874 1.43 0.53

38 1.39 2051 18 676.10 2861.60 18 676.10 1.40 13 373 1.18 0.87
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SST during times with lowered sea level (appendix A).

Correction for the lapse rate effect causes a steepening of

the regression lines that determine V in our marine sites.

For DFtot 5 28 or 210 W m22, this increases the re-

gression slopes by 0.09 (or 0.07)8C (W m22)21, re-

spectively. Thus we derive a final estimate for the most

realistic range of about (0.6Vregr) , V , (Vregr 1 0.2).

In the North Atlantic, including Greenland, the re-

cords (numbers 1–5) reveal enhanced variability around

the regression, which is not an issue of proxy quality but

a reflection of the strong abrupt climate changes within

glacial intervals in that region (the so-called Dansgaard–

Oeschger cycles: e.g., Dansgaard et al. 1993; Grootes et al.

1993; Broecker 2000, 2006; Rohling et al. 2003; Capron

et al. 2010; and references therein). Overall, however, our

compilation reveals a coherent global picture, which is

particularly clear when plotting the regression slopes

from all records as a simple function of latitude (Fig. 6).

Here, it is important to emphasize that Fig. 6 simply

compares all individual records with equal weighting.

Once the geographic SST database grows, it will be im-

portant to perform spatial binning of the data and, ideally,

data assimilation in models. With the limited geographic

coverage available now, however, our first-order ap-

proach provides sufficient information to (i) highlight the

need for further data generation to enable more sophis-

ticated analysis and (ii) suggest an apparently coherent

pattern with latitude, as discussed in the following.

Because all SST records are divided by the same factor

(DFtot), the V values in Fig. 6a portray the normalized

underlying pattern of SST changes on glacial–interglacial

time scales. The actual data in Fig. 6a suggest that some

sharper gradients exist around the tropics but that the

fundamental pattern was almost symmetrical around the

equator, as is exemplified by a good quadratic fit (r2 5 0.6,

N 5 36). This fit is determined (solid) using the marine

data only and projected (dashed) beyond the latitudinal

reach of the marine data toward the poles. The shaded

area represents approximate 95% confidence limits to the

fit. Using the stated uncertainty limits, the simple mean

global V determined from the quadratic fits through all

our compiled marine records is about 0.9 (20.4/10.2)8C

(W m22)21 (Fig. 6b). However, because different latitude

bands around the planet comprise different surface areas,

an area-weighted mean is more appropriate. We there-

fore use the quadratic fits for V with latitude to calculate

mean V values in 108 latitude bands and find that the

area-weighted mean global V is 0.7 (20.3/10.2)8C

(W m22)21, where we emphasize that the mean global V

concerns sea surface temperature responses only (ter-

restrial temperature changes may be more variable).

The inferred parabolic pattern around the equator sug-

gests an increase in temperature sensitivity to radiative

forcing toward the poles, consistent with expectations of

polar amplification. However, this is based on the average

radiative forcing as if it were homogeneously distributed

over the planet, and the high apparent sensitivity per unit

forcing at the poles suggested by Fig. 6a may indicate that

this assumption is flawed. Below, we evaluate the influence

of the spatially inhomogeneous distribution of radiative

change.

5. Inhomogeneous distribution of radiative forcing
in 108 latitude bands and comparison with
temperature response records

None of the radiative forcings considered have evenly

distributed impacts around the globe. The pattern of ra-

diative forcing due to CO2 is thought to be virtually

FIG. 6. (a) Regression slopes Vregr (crosses) from Fig. 5 and

Table 2 vs latitude. A second-order polynomial fit is presented

based on only the marine data (solid) and extrapolated toward the

poles (dashed). Shaded interval denotes 95% confidence interval

for the fitted polynomial. Filled dots denote Vregr for Antarctic

EPICA Dome C and Greenland GISP2, for comparison with the

poleward projections of the polynomial fit. (b) Best estimate range

of uncertainties, (0.6Vregr) , V , (Vregr 1 0.2) as described in

section 4. Because of the largely systematic nature of the un-

certainties (proportionally similar for all points), the uncertainties

predominantly determine a range within which the entire dataset

may be systematically translated up or down. The upper (red) and

lower (green) boundaries for the total range of such translations

are shown, along with second-order polynomial fits, for comparison

with the blue case that replicates (a).
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symmetric between the two hemispheres, with higher

forcing over the tropics and a progressive decrease to-

ward high latitudes (Ramanathan et al. 1979; Raval and

Ramanathan 1989; Shine and Forster 1999; Broccoli 2000).

This distribution is controlled by the temperature de-

pendence of the 15-mm Planck function and the opacity of

CO2 absorption bands (as temperature decreases so does

the Planck function and the opacity of the CO2 absorption

bands) with an additional influence from differences in the

tropospheric amount of water vapor between high and low

latitudes (Ramanathan et al. 1979). We approximate the

meridional distribution of the GHG-related forcing based

on the CO2 impacts described by Ramanathan et al. We

express this with a multiplier m, so the contribution of

area-weighted ‘‘local’’ greenhouse gas forcing DFGHG(loc)

(zonally averaged in 108 latitude bands) to the global-

mean greenhouse gas forcing is given as

DFGHG(loc)
5 (m/f )DFGHG, (6)

where f is the fraction of the earth’s surface area in each

108 latitude band.

A similar procedure is followed for the variable ice-

sheet albedo component, following the distribution of

forcing after Broccoli (2000, his Fig. 1); see also Manabe

and Broccoli (1985), Broccoli and Manabe (1987). For

the variable dust-forcing component we again repeat the

same procedure, using the distribution of dust forcing as

described by Claquin et al. (2003). Figure 7a shows the

meridional distribution of m/f used for the various

forcings. For the propagation of uncertainties, we as-

sume that these are proportionally distributed to the

forcing impacts. Multiplication of the m/f distribution of

Fig. 7a with the globally averaged forcing records (Fig.

3) then approximates the zonally averaged components

DFGHG(loc), DFalb(loc), and DFdu(loc) for each 108 latitude

band, with their proportional uncertainties.

One further forcing component now needs to be in-

cluded. When determining zonal mean forcing for 108

latitude bands, insolation cannot be ignored as was done in

the global mean case; its global mean effect may be small,

but its regionally specific influences can be considerable.

We approximate time series of zonal mean values for in-

solation at the top of the atmosphere (ToA) for each of the

108 latitude bands (Laskar et al. 2004) and express these,

similar to all other records, as anomalies relative to the

AD1000 value. Because annual mean values are used, we

do not cover seasonal variability and thus the precession-

induced aspects of insolation forcing. We note that local/

regional surface temperature does not reflect insolation at

the ToA but rather the absorbed component of insolation.

Therefore, we multiply ToA insolation by (1 2 a), where a

is zonally averaged planetary albedo for each 108 latitude

FIG. 7. (a) Area-weighted scale factors used to calculate the

zonal mean distribution of the impacts of the main causes of ra-

diative change, after Ramanathan et al. (1979), Broccoli (2000),

and Claquin et al. (2003). Also shown is zonal mean distribution of

albedo (after Fasullo and Trenberth 2008) used in the calculations

of the absorbed component of insolation. (b) Comparison of SST

changes relative to zonal mean radiative change in 108 latitude

bands. Red dots are results per discrete record (Fig. 1) with un-

certainties. Purple solid lines show means per 108 latitude band

(dashed purple lines are indicative only), and orange band shows

total uncertainty interval (see section 5). Dashed black line shows

global mean based on area-weighted values in the determined

latitude bands, with total uncertainty band (gray). Vertical gray

bands highlight latitude bands with large terrestrial (ice sheet

volume related) changes in albedo. Green dot indicates the SST

response per unit radiative forcing in record 2 when including

DFalb(loc) while the red dot used for that record excludes that in-

fluence (see text). (c) As in (b), but comparing the results with the

(parabolic) range of solutions of Fig. 6b (blue).
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band, after Fasullo and Trenberth (2008) (Fig. 7a). We do

not invoke temporal changes in this albedo term because

we explicitly account for albedo changes through time with

DFalb(loc) and DFdu(loc). Hence, it suffices to use the Fasullo

and Trenberth albedo values for the present interglacial to

determine the baseline albedo modification of insolation.

This procedure provides DFins(loc) (see Fig. 8a), and the

total radiative change per latitude band then is DFtot(loc) 5

DFGHG(loc) 1 DFalb(loc) 1 DFdu(loc) 1 DFins(loc) (see Fig. 8b).

Given that DFins(loc) is the only strictly external forcing

function, it is useful to reemphasize that, for each major

phase of glacial inception/acceleration, ice volume in-

crease (sea level lowering, measured here for the first

time with a sea level record that is independent from

astronomical tuning) clearly coincided with a maximum

contrast between enhanced DFins(loc) at low latitudes and

reduced DFins(loc) at high latitudes (Fig. 8a). This would

have optimized vapor transport from low to high latitudes

and the preservation of snow/ice at high latitudes, similar

to previous suggestions (e.g., Vimeux et al. 1999; Khodri

et al. 2001; Raymo and Nisancioglu 2003). The endoge-

nous (slow) feedback processes then sustained and am-

plified the trend into glacial maxima (Fig. 8b). Figure 8b

also suggests that the distribution of the radiative forcing

maxima that underlie peak interglacial warm conditions

may have been somewhat diachronous across latitudes,

starting and especially ending first at high latitudes and

later at low latitudes. This aspect, which is especially clear

in Marine Isotope Stage (MIS) 11, 9, and 5e (;410, ;330,

and ;125 ka), will be important to consider in future

studies that may attempt synchronization of temperature

records in suborbital detail. This inference, obtained here

for the first time from a latitudinal reconstruction of all

major radiative forcing components, supports previous

FIG. 8. (a) Orbitally induced changes in (surface-absorbed) insolation relative to AD1000 calculated in zonal means for 108 latitude

bands DFins(loc). The overlays show the time series for sea level change (RSL) and Antarctic temperature anomaly DTaa, for comparison of

the insolation changes with key environmental changes through the period concerned. Contour gridding based on 5-kyr bands because of

the purely orbital nature of these changes. (b) Changes in the total explicit radiative forcing calculated in zonal means for 108 latitude

bands DFtot(loc). Contour gridding based on 2-kyr bands to emphasis multimillennial and longer variability characterized by the various

component time series. Overlays for comparison as in (a).

1 MARCH 2012 R O H L I N G E T A L . 1647



palaeoclimate reconstructions, which highlight that these

expected diachroneities indeed seem to exist, with poten-

tial relationships to millennial-scale heat redistributions

(e.g., Cortijo et al. 1999; Davis et al. 2003; Brewer et al.

2008; Masson-Delmotte et al. 2010b).

Figure 9 compares the various SST records with the

appropriate records of total radiative change per latitude

band [DFtot(loc) 5 DFGHG(loc) 1 DFalb(loc) 1 DFdu(loc) 1

DFins(loc)], and the regression slope values (Table 3) are

plotted in Fig. 7b. One caveat to consider is that DFalb(loc)

constitutes a terrestrial (ice sheet) impact. Although the

large radiative forcing effects due to ice sheet albedo will

affect the surrounding oceans, any temporal changes in

such influences—distributed by climate dynamics—would

require assessment with coupled climate models that in-

clude dynamic ice sheets, which is beyond the scope of this

study. Because of this uncertainty, we are cautious about

interpreting our SST comparisons with forcing for the

latitudes where DFalb(loc) becomes dominant (Figs. 7b,c)

and do so by considering results that either include or

exclude the impact of DFalb(loc). This affects only one of our

SST records (record 2 from 538N). For terrestrial tem-

perature data, such as that of Greenland, this is of course

not an issue; these can be compared in a straightforward

manner with the local forcing sums including DFalb(loc).

Where Fig. 6 displays the latitudinal distribution of V

as determined by comparison of the local SST responses

with the global mean forcing changes (V 5 DTloc/DFtot),

Fig. 7b shows the new values Vloc as determined by com-

parison of the local SST responses with the zonal

mean radiative forcing in the appropriate 108 latitude band

(Vloc 5 DTloc/DFtot(loc)) (see Table 3). After ‘‘binning’’ the

FIG. 9a. (a) Linear regressions between zonal mean radiative forcing as calculated in 108 latitude bands DFtot(loc) and relative tem-

perature change for the various locations studied here: numbers 1–20 correspond to descriptions in Tables 1 and 2. Shading denotes 95%

confidence limits to the fitted linear regressions (i.e., for the fit itself, not for data around the fit).
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data per latitude band, a global area-weighted mean SST

sensitivity is determined in the range of 0.8 6 0.4 W m22

(Fig. 7b). Note that the uncertainty band around the mean

(gray) is directly related to the uncertainty band to the

various Vloc estimates (orange); these uncertainties are not

stochastic relative to each other but, instead, reflect the

ranges of largely systematic uncertainties.

6. Implications

Our global mean SST sensitivity is not the same prop-

erty as global climate sensitivity. The latter also includes

terrestrial temperature responses, which modeling stud-

ies estimate to be 1.3 or 1.5 times stronger than marine

temperature responses (Braconnot et al. 2007; Laı̂né et al.

2009). Using our global-mean marine temperature re-

sponse of 0.8 6 0.4 W m22 and adjusting for the stronger

terrestrial response, as well as the sea:land area distri-

bution of about 0.7:0.3, we estimate global climate sen-

sitivity at s 5 0.85 (20.4/10.5). This is coherent within the

uncertainties with other estimates for global climate

sensitivity. Knutti and Hegerl (2008) reviewed climate

modeling results to infer that the global climate sensitivity

has a range around 0.8 (20.3/10.4)8C (W m22)21. Otto-

Bliesner et al. (2009) determined that PMIP2 models

with a climate sensitivity of 0.720.838C (W m22)21 best

simulated the LGM SSTs reconstructed by the MARGO

project members (2009). Köhler et al. (2010) inferred

a range around 0.65 (20.3/10.8)8C (W m22)21 from

a data-led study, which (similar to our estimate) also

explicitly accounted for the dust feedback.

If we had not explicitly accounted for the dust feedback,

but instead considered it as a fast feedback to be implicitly

considered within the climate sensitivity term, then our

FIG. 9b. As in (a), but for numbers 21–38.

1 MARCH 2012 R O H L I N G E T A L . 1649



global mean SST sensitivity estimate would increase to

0.958C (W m22)21 and our associated estimate of global

climate sensitivity to about s 5 1.058C (W m22)21. Un-

certainties are similar to those given above. Note that the

values that apply to the fast anthopogenic forcing of cli-

mate may differ from our reconstructions of long-term

(quasi-equilibrium) natural change.

The meridional distribution of SST sensitivity to re-

gional radiative forcing (Figs. 7b,c) reveals a pattern with

sharp steps that clearly exceed uncertainties. Values are

low at the tropics and elevated at midlatitudes. Our first

scenario shows that these steps, in part, derive from the

actual SST distribution, that is, low tropical SST values and

higher subtropical SST values (Fig. 6a). It is noteworthy

that the transitions coincide in latitudinal position with

that between tropical regions with very little seasonal SST

contrast and midlatitude regions with amplified seasonal

SST contrasts (e.g., Fig. 6.3 of Stewart 2008). The amplified

SST sensitivity in the subtropical to midlatitude regions

(Figs. 7b,c) may therefore (in part) reflect amplified cool-

ing during glacials in subtropical/midlatitude regions with

a distinct seasonal bias, for example, due to intensified

winter cooling downwind of cold glacial continents.

The amplification of the SST response steps around

208–308 latitude in the second scenario (Figs. 7b,c), where

comparison is made with more regionally specific forcing,

derives from an increase in the effects due to the inhomoge-

neous latitudinal distribution of radiative forcing—that

is, larger tropical forcing changes and smaller sub-

tropical forcing changes. This highlights an important

TABLE 3. Regression statistics for the linear regressions shown in Fig. 9; headings as in Table 2. ‘‘Slope min’’ and ‘‘Slope max’’ indicate

uncertainties on the slope value. Uncertainties are not stochastic relative to each other but will be systematically low or high for all. Final

column shows regression coefficients in a case where insolation is not considered (Ex insol) (see section 6).

Number Slope N SSR SSE MSR MSE F statistic RMSE r2 Slope min Slope max r2 (Ex insol)

1 0.71 633 24 214.10 8179.94 24 214.10 12.96 1868 3.60 0.75 0.60 0.88 0.74

2 0.34 404 1308.69 1059.80 1308.69 2.64 496 1.62 0.55 0.29 0.43 0.56

3 1.33 833 3077.21 2999.53 3077.21 3.61 853 1.90 0.51 1.00 1.93 0.51

4 1.36 631 2038.72 1263.55 2038.72 2.01 1015 1.42 0.62 1.03 1.95 0.65

5 1.39 1669 6563.22 4944.89 6563.22 2.97 2213 1.72 0.57 1.06 1.97 0.58

6 0.59 542 383.64 564.27 383.64 1.04 367 1.02 0.40 0.46 0.77 0.50

7 0.36 798 540.25 361.56 540.25 0.45 1189 0.67 0.60 0.26 0.53 0.61

8 0.28 1062 273.87 469.15 273.87 0.44 619 0.67 0.37 0.22 0.33 0.46

9 0.28 1055 280.61 466.94 280.61 0.44 633 0.67 0.38 0.23 0.33 0.53

10 0.35 817 368.86 1017.19 368.86 1.25 296 1.12 0.27 0.26 0.52 0.22

11 0.41 656 386.24 250.65 386.24 0.38 1008 0.62 0.61 0.31 0.55 0.67

12 1.25 968 2591.36 1053.90 2591.36 1.09 2375 1.04 0.71 1.02 1.53 0.74

13 1.40 732 2576.70 729.27 2576.70 1.00 2579 1.00 0.78 1.11 1.79 0.74

14 1.18 766 1791.06 642.12 1791.06 0.84 2131 0.92 0.74 0.93 1.51 0.68

15 0.88 1665 1406.63 2951.46 1406.63 1.77 793 1.33 0.32 0.69 1.22 0.34

16 1.87 1988 6863.41 9153.78 6863.41 4.61 1489 2.15 0.43 1.46 2.58 0.44

17 0.49 1016 849.09 605.93 849.09 0.60 1421 0.77 0.58 0.36 0.71 0.46

18 0.36 758 332.05 614.06 332.05 0.81 409 0.90 0.35 0.25 0.55 0.24

19 0.23 838 231.83 234.94 231.83 0.28 825 0.53 0.50 0.16 0.35 0.44

20 0.17 788 123.92 90.32 123.92 0.11 1078 0.34 0.58 0.13 0.25 0.58

21 0.24 659 179.51 113.74 179.51 0.17 1037 0.42 0.61 0.18 0.33 0.65

22 0.41 1009 366.10 1277.81 366.10 1.27 289 1.13 0.22 0.34 0.48 0.35

23 0.59 731 911.10 455.23 911.10 0.62 1459 0.79 0.67 0.44 0.81 0.71

24 0.31 426 148.83 142.55 148.83 0.34 443 0.58 0.51 0.22 0.44 0.59

25 1.23 710 1194.34 748.90 1194.34 1.06 1129 1.03 0.61 0.97 1.69 0.63

26 1.01 1073 1107.96 612.44 1107.96 0.57 1938 0.76 0.64 0.79 1.39 0.64

27 1.42 710 1498.31 1124.25 1498.31 1.59 944 1.26 0.57 1.11 1.96 0.58

28 0.29 1966 499.84 898.25 499.84 0.46 1093 0.68 0.36 0.24 0.34 0.47

29 0.51 1292 1027.44 751.70 1027.44 0.58 1763 0.76 0.58 0.40 0.61 0.72

30 0.14 1013 99.83 155.13 99.83 0.15 651 0.39 0.39 0.12 0.20 0.42

31 0.94 797 1431.20 593.62 1431.20 0.75 1917 0.86 0.71 0.71 1.35 0.72

32 1.12 687 1653.53 739.64 1653.53 1.08 1531 1.04 0.69 0.86 1.58 0.74

33 0.48 1673 1299.30 731.11 1299.30 0.44 2970 0.66 0.64 0.38 0.60 0.71

34 1.91 1972 6646.43 13 283.90 6646.43 6.74 986 2.60 0.33 1.50 2.63 0.33

35 1.44 1222 2711.85 1582.33 2711.85 1.30 2091 1.14 0.63 1.13 1.98 0.63

36 1.13 788 1183.36 1102.39 1183.36 1.40 844 1.18 0.52 0.89 1.54 0.51

37 1.37 788 1754.45 1634.48 1754.45 2.08 844 1.44 0.52 1.08 1.88 0.51

38 1.12 2052 13 159.70 8406.51 13 159.70 4.10 3209 2.03 0.61 1.03 1.20 0.76
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issue regarding our understanding of the tropical and

subtropical temperature sensitivities per unit forcing. In

both of our scenarios, tropical temperature sensitivity

remains considerably below the global-mean tempera-

ture sensitivity (u 5 Vloc/Vglobal , 1)—that is, some-

thing causes ‘‘tropical dampening’’ (Figs. 6 and 7b).

Especially in the second scenario, subtropical sensitivity

appears to be above the global mean (u . 1, subtropical

amplification) (Fig. 7b). Given that the latitudinal po-

sitions of the step changes coincide with the edges of the

zone of tropical hydrological fluctuations and the equa-

torward limit of the oceanic subtropical gyres, (parts of)

these sharp steps may arise from processes associated with

the tropical hydrological cycle (e.g., cloud feedback) with

efficient heat advection away from the tropics and/or with

large-scale mixing in the subtropical gyres.

Going from the midlatitudes toward the high-latitude

polar ice-core records, Figs. 7b,c suggest some decrease in

temperature sensitivity to central estimates of u 5 1.4

(Antarctica) and u 5 0.9 (Greenland), within ranges of

1.0–2.5 and 0.7–1.5, respectively. We discuss first the

Antarctic case, and then the Greenland case, but first

emphasize that the term ‘‘polar amplification’’ is used

here within a context of sensitivity to unit local forcing,

rather than simply as polar temperature change relative

to global temperature change. In our approach, a sound

accounting for the main radiative changes in the polar

latitudes should negate polar amplification or—conver-

sely—the presence of an apparent polar amplification

value would imply that an important local forcing factor

may have been overlooked or underestimated. We also

emphasize that our values depend on the reported am-

plitudes of the Greenland and Antarctic temperature re-

cords. Borehole temperature profiles and new temperature

calibration methods for the ice cores suggest that the

glacial–interglacial amplitudes may be larger (e.g., Dahl-

Jensen et al. 1998; Vinther et al. 2009b; Stenni et al. 2010;

Capron et al. 2010), in which case our polar amplification

factors would be underestimates. However, none of the

resultant adjusted, continuous, temperature time series

were available (yet) on public data servers.

In our initial comparison between the Antarctic EDC

temperature record DTaa and the mean global forcing

changes DFtot, the linear regression does not describe the

data distribution very well (number 38 in Fig. 5b). Instead,

partial linear regressions throughout the dataset over

successive intervals of 2 W m22 suggest steepening of the

slope by a factor of ;3 from 0.8 to 2.48C (W m22)21 with

increasing values of DFtot, which can be reasonably

represented by a quadratic fit (Fig. 5b) that would suggest

that Antarctic climate becomes increasingly sensitive un-

der increasingly warm conditions [see very similar evalu-

ation in Masson-Delmotte et al. (2010a)]. However, when

comparing DTaa with DFtot(loc) for the appropriate latitude

band, there is no longer a firm statistical basis for using

a curvilinear fit (38a in Fig. 9b). Note that the deterioration

between the regression of DTaa versus DFtot(loc) (38a in Fig.

9b) relative to the regression versus DFtot (38 in Fig. 5b)

may be because DFtot(loc) includes insolation, given that we

do not consider the potential for (long) lags between in-

solation and temperature response (e.g., through ice sheet

altitude changes), as previously discussed in Masson-

Delmotte et al. (2010a). To test this, panel 38b of Fig. 9b

shows a regression of DTaa against DFtot(loc) excluding in-

solation, in which case the nonlinear response becomes

obvious again. Our SST regressions versus DFtot(loc) mostly

are less sensitive to the inclusion or exclusion of insolation,

but some correlation coefficients do change (Table 3,

right-hand column). This highlights that SST at each site is

not a pure reflection of the latitude-specific radiation

balance, but that there are important additional influences

(e.g., large-scale advection), which confirms that the two

scenarios elaborated in this paper are end-member views

as outlined in section 1.

The linear regressions of DTaa versus DFtot(loc) in panels

38a and 38b (Fig. 9b) have similar slopes, which suggest

that the Antarctic temperature sensitivity was around

1.1 6 0.18C (W m22)21, compared to an area-weighted

mean global SST sensitivity of 0.8 6 0.48C (W m22)21

(where the uncertainties are systematically related be-

tween both values). This gives the normalized amplifi-

cation factor u 5 1.4 within a total range of 1.0–2.5. This

entirely data-dependent estimate compares well with the

modeling-based range of 1.2–2.1 for Antarctic polar am-

plification by Masson-Delmotte et al. (2006, 2010a). The

stated range is the linear mean value over several

glacial cycles, but similar to Masson-Delmotte et al.

(2010a), we find that the relationship in more detail ap-

pears to be distinctly curvilinear, with lower Antarctic

temperature sensitivity during glacial times and higher

sensitivity during warmer climate states.

We suggest that the inferred mean amplification effect

may have resulted from sea ice albedo feedbacks around

the Antarctic continent that our analysis has not accoun-

ted for, due to the enormous changes in circum-Antarctic

sea ice area between interglacials and glacials (annual

mean change from 8.5 31012 m2 today to 22 31012 m2

during the LGM, as summarized by Köhler et al. 2010). A

simple scale analysis is possible. An amplification factor of

1.4 would imply that we underestimated the radiative

change by about 0.4 DFtot(708–808S) W m22, which amounts

to a cycle with an amplitude of about 3.5 W m22. If due

to sea ice, then this radiative effect would have been

applied over the larger surface area of the 608–708S lati-

tude band directly around Antarctica and correction for

the ratio of areas gives a cycle with a glacial–interglacial
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amplitude on the order of 0.6 3 3.5 5 2 W m22. This

simple scale analysis is in good agreement with the

1.7 W m22 calculated by Köhler et al. (2010) for the ra-

diative impact of sea ice albedo in the Southern Hemi-

sphere. This supports our concept that the factor u 5 1.4

for the Antarctic temperature response results from the

fact that we did not explicitly account for changes in the

radiative balance at the high southern latitudes owing to

the long-term sustained changes in sea ice coverage. The

apparent curvilinear relationship (panel 38 in Fig. 5b and

panel 38b in Fig. 9b) requires further study.

In contrast to the case for Antarctica, we find that the

Greenland temperature sensitivity to radiative forcing

was close to the global mean (i.e., u ’ 1) (Fig. 7b); the

large temperature fluctuations in Greenland simply re-

flect similarly large local forcing variations at high

northern latitudes (Figs. 7 and 9). This provides context to

studies of Arctic polar amplification. If long-term Arctic

polar amplification is considered as the simple ratio

DTarctic/DTglobal without accounting for the inhomogeneous

distribution of climate forcing on especially the North-

ern Hemisphere (e.g., Miller et al. 2010), then it seems

high only because DFarctic/DFglobal was large because of

the strong dominance of ice sheet albedo changes. To

avoid this bias, it is better to consider polar amplification

in terms of temperature sensitivity normalized to unit

local forcing [8C (W m22)21]. Doing so, we find u ’ 1

for Greenland, which suggests that no major radiative

changes have been overlooked. Assuming that it is rep-

resentative for the wider Arctic region, this would imply

that long-term sea ice changes apparently were too small

to have caused substantial radiative changes in the

Northern Hemisphere, contrary to the situation in the

Southern Hemisphere. This agrees with the fact that most

(75%) of the glacial–interglacial waxing and waning of sea

ice took place around Antarctica [Köhler et al. 2010; for

example, see reconstructions of austral sea ice cover in

Gersonde et al. (2005)]. Note that this is a long-term per-

spective in which any sea ice influences on the Northern

Hemisphere are ‘‘swamped’’ by the vast ice-sheet albedo

influences. The long-term mean sensitivity likely differs

from the sensitivity on shorter time scales of a few centu-

ries or less, when Arctic amplification may appear high

because of (fast) reductions in the Arctic sea ice cover in

the absence of substantial change in ice sheet albedo.

The results allow for some careful speculation about

implications for the future. Given the absence of large ice

sheets on the Northern Hemisphere today (except for

Greenland), there is no scope for similarly large ice

sheet albedo changes in the future. After the Arctic sea ice

cover and the more climate-sensitive parts of the Green-

land ice sheet have disappeared [the modern local radia-

tive forcing increase from Arctic sea ice reduction is on

the order of 2–4 W m22 decade21, Kato et al. (2006)],

therefore, long-term future radiative forcing changes will

be less amplified in the Arctic region relative to the global

mean than during glacial–interglacial cycles so that tem-

perature changes will also be less amplified relative to the

global mean. In other words, the (middle to) high northern

latitude temperatures were ‘‘hypersensitive’’ during

glacial–interglacial cycles due to the large ice sheet impacts

and thus do not provide a good basis for extrapolation into

a mostly ice-free future on the Northern Hemisphere.

In the Southern Hemisphere, the opposite is true.

There, continental glaciation has remained almost com-

plete throughout the glacial–interglacial cycles, including

the present day. This strongly limited the radiative im-

pacts of ice sheet albedo and thus the temperature

changes. Once reductions occur in the scale of continental

glaciation over Antarctica, and/or in the sea ice extent

around it (in summer still ;4 3 1012 m2 and in winter

;19 3 1012 m2), then a strong feedback response may

drive further/enhanced warming with a potential for

rapid, nonlinear adjustments, similar to those found dur-

ing deglaciations in the Northern Hemisphere.

7. Conclusions

We compile a global suite of marine and ice-core

temperature reconstructions for comparison with new

reconstructions of the main changes in the radiative bal-

ance of climate. Our first scenario uses global-mean ra-

diative forcing changes, and our second scenario uses

zonal mean reconstructions of radiative forcing in 108

latitude bands.

Comparison of the compiled temperature records with

the reconstruction of global-mean radiative forcing (first

scenario) suggests an area-weighted mean global sea sur-

face temperature (SST) sensitivity of 0.7 (20.3/10.2)8C

(W m22)21 with a smoothly increasing trend from low

values around the equator to high values at high latitudes.

Comparison of the temperature records with more re-

gionally specific forcing records in 108 latitude bands

(second scenario) reveals a similar area-weighted global

mean sea surface temperature (SST) sensitivity value of

0.8 6 0.48C (W m22) 21 but with a significantly different

meridional pattern. This pattern shows low values at the

low latitudes with a sharp step that clearly exceeds un-

certainty to high values at the midlatitudes. Toward

higher latitudes, the sensitivity then seems to drop a little,

but this remains within uncertainty. We tentatively ascribe

the sharp step between the inferred low and middle lati-

tude sensitivities to an unaccounted-for modification of the

spatial forcing distribution relative to our reconstructions,

possibly related to the tropical–subtropical hydrological

cycle/cloud cover.
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Our estimated SST sensitivity is not the same prop-

erty as global climate sensitivity. Correction for 1.3–1.5

times stronger temperature changes over land suggests

an inferred global temperature sensitivity range of 0.85

(20.4/10.5)8C (W m22)21, which compares well with

previously published estimates of global climate sen-

sitivity of 0.8 (20.3/10.4)8C (W m22)21 or 0.65 (20.3/

10.8)8C (W m22)21. Our study thus provides a long

time-span perspective to those values, along with a first

quantification of the time-variable spatially in-

homogeneous distribution of the sensitivity.

We have explicitly accounted for the dust feedback,

effectively treating it as a slow feedback term, which

might be debated. If we had instead considered it as a fast

feedback, then our SST sensitivity estimate would change

to about 0.958C (W m22)21, the associated estimate of

global climate sensitivity to about 1.058C (W m22)21,

with uncertainties similar to those given above.

We find that long-term polar amplification, which we

measure relative to the global mean and normalized

to unit forcing [8C (W m22)21] may be negligible for

Greenland (0.9, within a total range of 0.7–1.5), although

larger amplification may apply to the Arctic on shorter

time scales owing to the fast sea ice albedo processes. If

validated, this would imply that Arctic amplification would

sharply drop once the Arctic (summer) sea ice cover has

been eliminated. Conversely, we observe a persistent

long-term mean polar amplification value for Antarctica

of 1.4 within a total range of 1.0–2.5. These values

strongly support previous independent reconstructions

of long-term Antarctic polar amplification, and we

suggest that this amplification is due to the very large

glacial–interglacial changes in sea ice cover around

Antarctica.
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APPENDIX A

Radiative Forcing Calculations

For carbon dioxide, we use

DFCO2 5 5:35 ln([CO2]/[CO2]
ref

). (A1)

For methane, we use

DFCH4 5 0:0406(O[CH4] 2 O[CH4]ref)

2 [0:47 lnf1 1 2:01 3 1025([CH4][N2O]ref)
0:75

1 5:31 3 10215[CH4]([CH4][N2O]ref)
1:52g]

2 [0:47 lnf1 1 2:01 3 1025([CH4]ref[N2O]ref)
0:75

1 5:31 3 10215[CH4]ref([CH4]ref[N2O]ref)
1:52g].

(A2)

In these equations, we use AD1000 values of [CO2]ref 5

279 ppmv, [CH4]ref 5 633 ppb, and [N2O]ref 5 270 ppb.

The total radiative forcing from GHG concentration

changes DFGHG (Fig. 2) is determined (Hansen et al.

2008) using

DFGHG 5 1:12(DFCO2 1 1:4DFCH4). (A3)

This includes a scaling factor to account for the impacts

of N2O, which is correlated with CO2 and CH4 (Hansen

et al. 2008). This approach is needed because no contin-

uous records exist for N2O, but it is consistent through

intervals where data do exist (Köhler et al. 2010).

Regarding the ice-sheet albedo impact DFalb, Hansen

et al. (2008) established that it can be approximated using

a linear relationship (appendix B) with a slope of

0.0308 W m22 per meter of sea level change (N.B.

decimal point accuracy maintained to that given by

Hansen et al. 2008):

DFalb 5 0:0308DSL, (A4)

which is referenced to the AD1000 value and where DSL

is negative during glacials. We also explored (see Fig. 3)

a case where DFalb is related to ice volume in a nonlinear
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manner (Hansen et al. 2008), using that study’s Northern

Hemisphere component of the equation: DFalb 5

3.5(DSL/2105)0.8.

APPENDIX B

Correction for the Influence on Our Regression
Slopes due to the Impact of the Atmospheric Lapse
Rate g on SST during Times with Lowered Sea Level

Mélières et al. (1991) determined that atmospheric

pressure at sea level increases by 9–15 hPa for a sea level

drop on the order of 100 m and that a temperature in-

crease at sea level must be considered. From modern

data, Mokhov and Akperov (2006) have determined that

the lapse rate over the ocean at the locations of our SST

records is between about 0.578 and 0.638C (100 m)21 and

that the lapse rate over the ocean depends on surface

temperature with dg/dSST within a range of 60.058C

(100 m)21. Reconstructions for the LGM in Halmahera,

Indonesia (Barmawidjaja et al. 1993), and for the central

Mediterranean (Kuhlemann et al. 2008) suggest that the

lapse rate over colder glacial ocean surfaces may have

been considerably steeper than today, which conflicts

with the zero to positive dg/dSST over ocean surface at

those latitudes in modern seasonal data (Mokhov and

Akperov 2006). Clearly, proper inclusion of dg/dSST will

require the use of a high-resolution fully coupled ocean–

atmosphere general circulation model: because the range

of glacial–interglacial changes in our SST records is

mostly within 58C, we ignore dg/dSST. Hence, we con-

sider the influence of sea level lowering on SST using

a modern lapse rate over the ocean surfaces of 0.68C

(100 m)21 (Mokhov and Akperov 2006). At the full

glacial sea level lowering (negative extreme of DFtot), this

would cause a warming at the sea surface of about 0.78C.
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